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Mangrove Recap

⬤ 2 step commit (optimal)

⬤  Resilience (optimal)
n >= 3f + 2p + 1

⬤  No limit to throughput!
every component runs in 
parallel

⬤  Congestion pricing is made 
easy

⬤  Incentivizes scalable smart 
contract design

⬤  Complex transactions are 
slower

⬤  Communication complexity 
is high

⬤ Slow path is slow

Low Latency Horizontal 
Scalability

Drawbacks
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Only if sender doesn’t misbehave! 

No smart contracts!

Mangrove 
solves 
both!
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